Modelling species’ climatic distributions under habitat constraints: a case study with *Coturnix coturnix*
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*Coturnix coturnix* is a climatically widespread farmland specialist bird with a well-known distribution in the Iberian Peninsula. Therefore, its current real distribution can be finely mapped. We used recent atlas data and high-resolution climate layers to model the climatic distribution of this species. Next, we compared the obtained predictive maps with the real distribution of the species. Precise information about underestimation and overestimation of model predictions at different sample sizes was obtained. An increase in sample size allowed the predicted distribution to approach the current real distribution, but unbalanced the climatic prediction. This is because the distribution of occurrences is mostly determined by habitat, which depends more on agricultural factors and less on climate. Modelling the climatic distribution of widespread species while ignoring habitat constraints could lead to a non-equilibrium scenario where obtained predictions may not be reliable.

Introduction

Predicting actual and potential species’ distributions has become a popular subject. A plethora of novel approaches and modelling techniques have recently been developed for this purpose, which are commonly known as species’ distribution or bioclimatic envelope modelling (SDM) (Busby 1991, Carpenter et al. 1993, Phillips et al. 2004, Araújo & New 2007). The main assumption of such approaches is that the environmental conditions (e.g., climate) from the localities where species occur represent their ecological niches (Guisan & Zimmermann 2000) and can be used to develop predictive models. However, modelling the distribution of a species is not strictly equivalent to modelling its niche (Soberón & Nakamura 2009), and the selection of appropriate models and variables depends on which question needs to be answered.

Although some methods have been suggested as being “better” in terms of performance than others (Elith et al. 2006, Hernández et al. 2006), such comparisons between different methodologies are sometimes not appropriate. Different methods have different assumptions and the cal-
Calculation of different objects may rely on different kinds of data (Segurado & Araújo 2004, Soberón & Nakamura 2009). Logically, the performance of these models can also vary depending on the quality and amount of data, being sensitive to the number of presence records (Wisz et al. 2008), the different types of absences (Brotons et al. 2004), the ratio of absences/presences (Jiménez-Valverde & Lobo 2006), the extent of the study area (VanDerWal et al. 2009) and the resolution of environmental layers (Araújo et al. 2005, Guisan et al. 2007).

Sample size is an important factor in the development of accurate species’ distribution models. Most of the studies dealing with this issue have focused on how to minimize locality data points to properly predict the distribution area of a species (e.g., Hernandez et al. 2006, Pearson et al. 2007). This is an especially important issue in areas like the tropics, where species’ distributions are poorly known, and the number of records per species is usually very low (Pearson et al. 2007, Vieites et al. 2008). Increasing the number of localities per species may improve the accuracy of the models (Wisz et al. 2008), although it also depends on the degree of environmental heterogeneity where species occur and the extent of their distribution ranges (Stockwell & Peterson 2002, Hernández et al. 2006). For example, species that occupy a homogeneous climatic space can be predicted with high accuracy by available modelling methods, even with a low number of presence records. In contrast, generalist species that occur across different environments are hard to model because of this heterogeneity, especially when available locality data are scarce (Stockwell & Peterson 2002, Segurado & Araújo 2004). Theoretically, the optimum number of localities to model species’ distributions should be achieved when there are enough to cover the whole species distribution range. The existence of potential equilibrium in the accuracy and predictive power of models in parallel to the increase of the number of samples has not yet been fully explored.

Approaches that include randomly generated pseudo-absences are becoming very popular (Ferrier et al. 2002, Graham et al. 2004, Pearce & Boyce 2006). Presence-only data models are less sensitive than models based on presence-absence data (Brotons et al. 2004); however, predictions of those models are different when real absences are missing (see Soberón & Nakamura 2009). In parallel, the spatial resolution and scale of the models are relevant depending on which questions need to be addressed. For example, low resolution grid cells will be adequate to model species’ distributions at a global scale, but at smaller scales, high-resolution environmental data are needed. Those models could also be affected by other independent parameters, such as species interactions, biogeographic history, evolutionary history and current habitat availability, which contribute to the actual species’ distributions (Vieites et al. 2009).

Species’ distribution modelling methods must be evaluated to assess their predictive errors. This is achieved by using measures of performance such as the area under the receiver operating characteristic curve (AUC). AUC measures the degree to which a species is restricted to a range of variation of the predictive variables. Hence, it gives information about the suitability of the presence of a species along the range of predictor conditions in the study area, but it does not allow comparisons between species (Lobo et al. 2008). A lower AUC is expected for a species with broad ecological and environmental tolerance, although it is not actually an indication of lower model performance. This method is threshold independent and is usually calculated using a percentage of the data used for modelling. In addition, this method is better when using independent data, although the assumption of data independency is often violated.

The optimal situation to test the performance of predictive models is to compare predicted distributions generated by the model with the real distribution of the species, although for most species, the real distribution is unknown. Here, we used high-resolution environmental data to develop a set of predictive models to test the impact of increasing sample sizes. We examined how sample size affected the performance and accuracy of models and their ability to predict the distribution of a widespread farmland bird species as well as the impact on the evaluation metrics. The species we selected is the common quail (Coturnix coturnix), a climatically widespread farmland specialist with a very
A well-known distribution range in the Iberian Peninsula.

Many farmland bird populations have strongly decreased in the last 50 years due to agricultural intensification and habitat loss (Donald et al. 2001, Gregory et al. 2005). Predicting the distribution of these species and understanding the relation between climate and farmland habitat is essential for the effective management and conservation of these populations. However, in farmland landscapes, species presences can be conditioned not only by climate but also by landscape management, agricultural policies and cultural and economic aspects.

The common quail is a migratory bird that winters in the Sahel and breeds across Eurasia. Its distribution during the breeding season spans through different climates, from semi-arid in northern Africa and western Asia, to humid oceanic and continental in Europe and Russia (Guyomarc’h et al. 1998). Despite being a widespread species, the quail is a ground bird specialist of open habitats covered by seasonally dense ground cover, meadows and natural grasslands. However, in most of its breeding area, its natural habitat has been replaced by crops including winter cereal fields, which cover huge extensions in Eurasia, and other herbaceous crops (Guyomarc’h et al. 1998). Its current distribution in the Iberian Peninsula is very well known (Rodríguez-Teijeiro et al. 2003, Gonçalves 2008), and because of its habitat specialization, an accurate breeding distribution can be mapped. This peculiarity is not commonly found in many climatically generalist species and therefore makes the common quail a suitable candidate for exploring the accuracy of climate-based distribution models.

Currently, SDMs are the best tool to increase knowledge on the future and past distributions and the effects of climate change relative to other factors. To date, research on distribution modelling has mainly focused on model performance at relatively small sample sizes and the question of “how much data is enough” has not been investigated thoroughly. Moreover, insufficient attention has been paid to the challenges of modelling widespread generalist species. Here, we explore the ability of models to predict, from a climatic point of view, a precise distribution of a widespread farmland bird species and which variables contribute most to the different models based on different sample sizes.

Material and methods

Current quail distribution and locality data

Two recent fine-scale breeding atlases provided the distribution in 10 × 10 km UTM square grids for Spain (Rodríguez-Teijeiro et al. 2003) and Portugal (Gonçalves 2008). Those data were the basis for our models. Only squares where the species’ reproduction was confirmed or probable were used, whereas squares where the species was not present, or its presence was possible but not confirmed, were not included. Suitable habitats for the species (Guyomarc’h et al. 1998, Guyomarc’h 2003) in the Iberian Peninsula were selected from the CORINE Land Cover 2000 dataset. The habitats selected were non-irrigated arable land, permanently irrigated arable land, pastures, annual crops associated with permanent crops, complex cultivation patterns, land principally occupied by agriculture with significant areas of natural vegetation, natural grassland, moors and heathland. We used this selection to create a habitat map for the presence of suitable breeding habitats for the species. We then intersected the known breeding distribution in 10 × 10 km UTM squares with the habitat map to obtain a constrained breeding distribution map for the species. This map is likely to represent the real distribution of the species in Iberia, hereafter called the “real distribution” at 200 m resolution (see Appendix 1).

Modelling methods

High-resolution (200 m grid-cell size) climate digital layers for the Iberian Peninsula were obtained from the “Atlas Climático Digital de la Península Ibérica” (Ninyerola et al. 2005). This dataset consists of monthly and annual means of temperature and rainfall from 40 years for the Iberian Peninsula, based on the complete set of meteorological stations for Spain and a high
number from Portugal. It improves other available datasets based on fewer stations for the area and coarser interpolations (e.g., Worldclim, Hijmans et al. 2005). This resolution is suitable for our purposes as it parallels the quail distribution and habitat datasets.

The common quail depends on dense herbaceous cover and cereal crops. The development of these crops is related to seasonal climate conditions (Austin et al. 1998) and shows some phenological variation from southern to northern Iberia (Rodríguez-Teijeiro et al. 2009). Thus, to model this species’ distribution and identify the effect of climate on its habitat, seasonal climatic data are needed. We used the means of two consecutive months for temperature and precipitation. Annual means of temperature and rainfall were also included as predictive variables, resulting in a total of 14 variables: January–February, March–April, May–June, July–August, September–October and November–December means for temperature and rainfall, and annual means for temperature and precipitation.

Occurrence data points were randomly sampled from within the real distribution, but limited to only one point for each 10 × 10 km breeding UTM square to avoid duplications (n = 3630, Appendix 1). We generated datasets with sample sizes of 5, 10, 25, 50, 75, 100, 250, 500, 1000, 1500, 2000, 2500 and 3000 randomly-selected points within the constrained breeding distribution. Those values range from a minimum of five localities to values close to the potential maximum coverage (3000, without duplicates) of the real species’ distribution range in Iberia. This allowed us to test the influence of a whole range of sample sizes and investigate the potential stability of results towards a potential optimum. For each sample size, we randomized the modelling process by generating 25 different replicas for each sample size. Background samples (Ferrier et al. 2002) were generated by drawing a random sample of 10 000 sites within the Iberian Peninsula without any specification. Those were intended as a sample of the climatic space for the whole region, with the possibility that a background sample matched a presence record.

Models were developed using MaxEnt ver. 3.3, a maximum entropy method for predicting species’ distributions (Phillips et al. 2006). This software has become very popular, mainly because it performs well with small sample sizes of presence-only data (Elith et al. 2006, Hernandez et al. 2006). We ran 325 SDMs using the ‘logistic output format’ that gives an estimate of the probability of presence (Phillips & Dudik 2008), and resulting models were projected to obtain presence probability maps.

Evaluation of model performance

Four different methods were used to evaluate models. We used three different versions of the AUC index (Fielding and Bell 1997). When used to test the accuracy of distribution models with presence/absence data, the AUC can vary from 0.5 (for chance performance) to 1 (perfect fit). However, when the distribution of a certain species covers a fraction a of the studied area, the maximum achievable AUC is less than 1 at exactly 1 – a/2 (Phillips et al. 2006). In this study, we were able to use the real distribution presence/absence data to obtain the AUC (hereafter ‘real AUC’), which was calculated using the R package ‘presence–absence’ version 1.1.3 in R ver. 2.8.1 (R Development Core Team 2005). Normally, when the real distribution of the species is not available, the most common method to calculate AUC is by randomly setting aside 30% of the occurrences as test points (Phillips et al. 2006) to obtain a test AUC (hereafter ‘test AUC’). We also used the training AUC, calculated directly from the training data (hereafter ‘training AUC’). Training and test AUC are given by MaxEnt.

Finally, models were evaluated by comparing them to the quail’s real distribution. To quantify underestimation (false negative) and overestimation (false positive) of model predictions, resultant predictive models were reclassified from continuous probabilities to raster binary maps of presence (reclassified as 1) and absence (reclassified as 0) using sensitivity-specificity sum maximization (Liu et al. 2005). Each binary map was added to the real distribution map, which was previously classified with value 2 for presence and value 0 for absence. Thus, we obtained one map for each model, with a range of pixels from 0 to 3. This resulting map was added to the map
of the suitable habitat for the species which was previously reclassified, with value 3 for suitable habitat and value 0 for non suitable habitat. This last step allowed us to distinguish total overestimation from overestimation that occurred only within the areas of suitable habitat. From this analysis, we aim to quantify the effect of habitat constraints over the potential climatic distribution. Thus, for each model, we obtained a subsequent map which had pixel values from 0 to 6 (0 = nothing, 1 = total overestimation, 2 = ‘value not possible’, 3 = only suitable habitat, 4 = overestimation within suitable habitat, 5 = underestimation, 6 = overlap with the real distribution). The binary presence/absence maps were also added by sample size groups, and we obtained a final map for each sample size that ranged from 0 (any model predicted the species in a certain cell) to 25 (all models predicted the species in a certain cell).

**Results**

The real distribution of the common quail in the Iberian Peninsula created from the intersection of atlas data and habitat suitability covers 30.54% of the territory, whereas the potential suitable habitat selected from CORINE land cover represents 42.49%. A total of 325 models were successfully run. Six models with five presence points and four models with ten presence points did not discriminate properly and were equivalent to random predictions. We obtained the contribution of each variable to the models (Fig. 1). The variable that contributed most was the accumulated precipitation in March–April. It was followed by the mean accumulated precipitation in January–February and the mean temperature in January–February. The precipitation of March–April was not the most important variable in models based on ten or less localities. This variable showed a maximum contribution in models based on 75 localities, a decrease towards models based on 100 localities, and then a relative stability in models based on higher sample sizes. From models based on 50 localities, the effect of this variable to the logistic prediction was negative in all the models.

A different contribution pattern with regard to sample size can be observed in other variables (Fig. 1a). For example, the contribution of precipitation of January–February increased with sample size, but was always below that of precipitation of March–April. The contributions of the variables ‘mean temperature of January–February’ and ‘mean temperature of November–December’ showed a similar tendency to increase, but always stayed below the contributions of the other two variables. When the replicates for each sample size are considered, the
contribution of the precipitation of March–April is the most important variable when sample size is increased (Fig. 1b).

Median real AUC values ranged from 0.55 to 0.65 (Fig. 2a). An increase in the median real AUC is observed in parallel to the increase in sample size, reaching a maximum when the sample size was equal to 3000 points. Median test AUC values showed a very similar pattern to the real AUC (Fig. 2b); however, test AUC showed much higher variation in the interquartile range, maximum and minimum values. Median training AUC values were higher than real and test AUCs, ranging between 0.6 and 0.8 (Fig. 2c). Like the test AUC, when sample sizes are low, the variation in training AUCs is high between models. However, the training AUC reached its maximum when the sample size was
100 points and decreased towards higher values. In the three cases with sample sizes higher than 250, the variation between models was significantly reduced and the median training AUC stabilized around 0.65. The interquartile range of the real AUC was reduced when compared with those of the test and training AUCs. The real and test AUC never reached the maximum value obtained when using training data with 100 presences.

We obtained detailed information about model underestimation and overestimation in relation to sample size (Fig. 3). In general, low sample-size models show an important variability in predicting the real distribution. This variability reduces towards higher sample sizes and stabilizes around 60% of the predicted overlap with the real distribution (Fig. 3a), reaching a maximum when the sample size was around 1000 presence points. Underestimation has an inverse pattern (Fig. 3b), decreasing inversely with sample size and stabilizing in models based on 1000 presence points. Overestimation shows huge variation when sample sizes are low (Fig. 3c), variation that is reduced significantly when sample sizes reach 1000 points or more. When considering overestimation only within the area with suitable habitat (Fig. 3d), the same pattern of overestimation is observed, but the error area decreases considerably.

We represented the sum of the replicates of the models for each sample size (Fig. 4), in which each grid cell can range from 0 (the species was not predicted by any model) to 25 (the species was predicted in 25 out of 25 models). There is a clear trend of spatial agreement between predictive models when sample size increases. Models with low sample sizes usually predict the species in different areas, and few or no pixels are predicted as presences in all replicates. With more than 250 records there is a significant reduction in the spatial variation of the presence of the species, while the differences between stacks of models with more than 1500 points are minimum. However, independently of sample size, an important underestimation in
Portugal is observed, especially when sample sizes are higher than 250 presence points. This is more evident in southern Portugal, where the species is broadly present.

To further investigate this underestimation, we developed new models to account for the variation in the climatic space of Iberia. Mean March and April temperature and accumulated precipitation (the most contributing variable) on southern Portuguese occurrence localities \((n = 144)\) showed a different climatic pattern (with higher mean temperatures but also precipitation above the mean) than the rest of the Mediterranean area of the Iberian Peninsula (Fig. 5). Also, this climatic area is represented in only 5% of the total sampled points in the Iberian Peninsula. Hence, it is possible that this underestimation error is caused by an uneven representation of this area in the whole Iberian climatic space, and models with low sample sizes are less affected by this. To overcome this potential bias in the models, we ran a model using presence points equally distributed in the Iberian Peninsula \((n = 1992)\), and stratified them by the different fitoclimatic areas selected from the Spanish Biological Classification System (Rivas-Martínez...
1987) and the Atlas do Ambiente do Portugal (Amaral Franco 2007). In this model, the variables were similarly weighted, and March–April was not the most contributing variable (Table 1). The probability of occurrence of the species was higher in Portugal than the previous models (Appendix 2), yet the overall prediction of the species was not better than other models of lower sample size (real AUC = 0.59, training AUC = 0.63).

**Discussion**

We modelled the distribution of a widespread species that occurs in many climates and is a habitat specialist. Modelling such species from a climatic point of view is a challenge, as the performance of species’ distribution models has been shown to be negatively correlated with the niche width of the species, with generalist species being more poorly modelled (Stockwell & Peterson 2002). Quails can breed at all latitudes in the Iberian Peninsula, and at elevations lower than 2100 m a.s.l. with an alpine climate (Guyomarc’h 2003). In spite of being a habitat specialist (breeding in open habitats with dense herbaceous cover), this habitat can have different characteristics, with different plant species and varieties depending on the climatic properties of each agricultural area (Instituto Geográfico Nacional 1991). However, the most suitable habitats for the species are dry cereal cultures, which represent 19% of the surface of the Peninsula and 41% of the suitable habitat (CORINE 2000). Dry cereal cultures are mainly located in the Mediterranean climatic area of the Peninsula, encompassing the central plateau and southern and eastern Spain (Instituto Geográfico Nacional 1991).

**Modelling**

The current distribution of the species covers less than one third of the Iberian Peninsula,

### Table 1. Contribution of main variables affecting the climatic distribution of the common quail *Coturnix coturnix* from a model with stratified data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Contribution (%)</th>
<th>Overall effect</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Precipitation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July–August</td>
<td>15.7</td>
<td>+</td>
</tr>
<tr>
<td>September–October</td>
<td>15.7</td>
<td>+</td>
</tr>
<tr>
<td><strong>Temperature</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>July–August</td>
<td>12.8</td>
<td>+</td>
</tr>
<tr>
<td><strong>Precipitation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>March–April</td>
<td>12.3</td>
<td>–</td>
</tr>
<tr>
<td>May–June</td>
<td>8.5</td>
<td>–</td>
</tr>
<tr>
<td>November–December</td>
<td>7.8</td>
<td>–</td>
</tr>
</tbody>
</table>
and the species is not present in all available suitable habitats. Some of the models run with sample sizes of five and ten did not predict better than random. However, others seemed to discriminate well between species’ presence and absence. This can be interpreted as a chance result, depending on where presence points fell. In some cases, due to the heterogeneity of the species’ climate requirements, it was not possible for MaxEnt to build a model, as the data were too random. The question of how few data points are needed to properly model species’ distribution has been investigated before (Hernandez et al. 2006, Pearson et al. 2007), with different degrees of success. We were interested in addressing this issue, as well as the issue of the potential maximum or stability in model parameters and predictions towards this hypothetical optimum. In general, species distribution models from few locality data points, with the exception of species occurring in small areas or which are climatically narrow (Stockwell & Peterson 2002), perform poorly. When considering the whole set of predictive models and their randomizations, an increase in sample size also increases the predictive power of the models for the quail as well as decreases the variance between models per sample size category. However, a gradual increase towards the maximum number of localities is not observed in terms of overlap with the real distribution and predictive errors. Instead, there is a degree of stability when the model is based on more than 1000 locality data points.

We must take into account that the effective sample size is not the same as the actual sample size, and realize that this can affect the comparison of model performances. As the sample size increases, the proportion of overlap in the samples increases, and therefore the models are bound by the input data to be increasingly similar. This explains the important variability in predicting the real distribution and why it is reduced towards larger sample sizes. The models stabilize at 1000 presence points, which is approximately 30% of all the possible points in this study.

The most significant variable was the mean precipitation of March–April and its contribution increased with sample size. Areas with less precipitation during this period showed higher presence of the species. The quail is a migratory bird that depends on winter cereals (mainly wheat and barley) that represent most of the herbaceous cover in the Iberian Peninsula. Cereals do not need an important water input (Austin et al. 1998), and cover huge extensions in the Mediterranean area, which are characterized by lower precipitation (see Fig. 5), and represent a major part of the peninsula’s surface. Thus, although the species is widespread in all of Eurasia, even in places with higher precipitation rates than the Iberian Peninsula (Guyomarc’h et al. 1998, Guyomarc’h 2003), some areas of the Iberian Peninsula are climatically miss-represented. A large increase in sample size in these areas with a dominant climate unbalances the models and cause significant errors. However, although the Iberian Peninsula is a good scenario as it presents a high variety of climatic conditions and habitats that the species can experience in its distribution range, only including data from part of the breeding range of the species could have potential effects. The distribution in Asia and Africa indicates that the species can tolerate a broader range of climatic conditions, some of them probably not found within the Iberian range. It is possible that if data from the broader distribution had been included, then climate variables might have had greater importance and the models might improve even for the Iberian proportion of the range. Unfortunately, such ‘high quality’ data for the whole distributional range of this species, especially in Africa and Asia, do not exist.

**Model evaluation**

Some models based on small sample sizes predicted a very high percentage of the real distribution of the species, but also had important overestimation. Overestimation was reduced considerably when sample size increased. However, overestimation was important even with large sample sizes. In presence-only models overestimation is actually a relative error (Zaniewski et al. 2002). In our case, overestimation is probably showing the potential climatic niche of the species without habitat constraints. These results
show that it is risky to generate current distribution maps based on climate factors only, when the species is a habitat specialist. In our case, overestimation represents around 50% of the real distribution and increasing the sample size did not reduce the median error but reduced the interquartile range.

Although models had considerable overestimation, correcting by the suitable habitat reduced this ‘error’ significantly. Our results suggest that models based on few samples may give the wrong impression of predicting the distribution of a species well. In fact they are not doing that, and this cannot be confirmed if the species’ real distribution is not known, which is true in most cases.

Surprisingly, the highest training AUCs were reached when sample sizes were 100, and therefore, those could be considered the best models according to this index. In contrast, real and test AUCs showed a different pattern when we increased sample size. Compared with the real distribution, models with 100 presence points show lower overestimation, higher underestimation and lower overlap with the real distribution, showing a more conservative distribution model. This coincides with the sample size that has the most homogeneous variable contribution, as the climate space is represented more evenly. However, when the sample size increases to over 250 presence points, distribution models seem to be biased towards a Mediterranean climate with lower precipitation where southern Portugal is under-represented.

An increase in sample size represents an improvement of the accuracy of the model to represent the current distribution of the species until certain limits. The real AUC, test AUC and direct comparisons of quail distribution models with the real distribution are indices that give a measure of how models fit the actual current distribution. However, training AUC is an index that weighs up when predictor variables are better represented. The current distribution therefore is not shaped only by climatic factors, but other factors such as geography, agricultural history, human needs or economy. These are important factors that define the agricultural landscape and influence the habitat and the species’ distribution.

Our results suggest that large sample sizes perform better, yet models that are unable to fully represent the real distribution of the species show a high degree of overestimation. However, if we consider the training AUC results, it seems that there is an optimum sample size where models perform better around 100 points. This is probably because in our case, this sample size provides a more adequate weighting of the predictor variables. This suggests that stratified sampling of localities by climate for modelling may be a good approach when only climate data are available to model such species. Many species are not habitat specialists, or their habitat preferences are completely unknown, making it more challenging to model their distribution. Hence, in such cases, and whenever possible, habitat variables should be included *a priori* or *a posteriori*. In our case, the *a posteriori* correction of the models with habitat significantly decreased overestimation to less than 20% of the species distribution. Although climate models can be corrected by habitat, in our case some areas of occurrence of the species were never predicted by the models.

**Conclusions**

Species distribution models based on climate variables are broadly used to predict species distribution according to different climatic scenarios. These models are built from presences and/or absences in which the distribution is assumed to be in equilibrium with climate and habitat. However, the distribution of farmland species strongly depends on the presence of adequate farmland habitat, which at the same time depends on non-natural processes like agricultural needs and human management. Thus, these processes unbalance species occurrence within its climatic range, biasing the models. Studies that include only climate data as predictor variables may incur mismatches with real species’ distributions by not considering habitat variables.

Previous knowledge about the biology and requirements of the study species is crucial for optimal modelling. The omission of some predictor variables can generate significant errors.
These errors are even more relevant when trying to predict past or future distributions in a changing world where human activities (i.e., agriculture) have direct implications on species’ distributions.
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Appendix 1. Real distribution (in grey) of the common quail *Coturnix coturnix* in the Iberian Peninsula, created from the recent atlas from Spain (Rodríguez-Teijeiro *et al.* 2003) and Portugal (Gonçalves 2008), and CORINE land cover 2000. Random presence points (*n* = 3639) are shown.

Appendix 2. Optimal climate map for the presence of the common quail *Coturnix coturnix* in the Iberian Peninsula.